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1. What is EGI?

2. EGI History and Services.

3. EGl and communities. Examples.
4. Collaboration opportunities.




@&l An international e-infrastructure for research and innovation
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From the high-energy physics compute grid To a multi-disciplinary, multi-technology
(WLCG @ CERN) infrastructure



e<5| The EGI Federation is an international e-infrastructure

We provide advanced computing and data analytics for research and innovation

Vision
All researchers have seamless access to
services, resources and expertise to

collaborate and conduct world-class research
and innovation

Mission of the EGI Foundation Mission of the EGI Federation
Enable the EGI Federation Deliver open solutions
to serve international research and innovation for advanced computing and data analytics

together in research and innovation
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ci A federation for compute and data intensive sciences
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EGI Council
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Computational
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el Some numbers and the EGI Council
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7.1 B EGI Council Participants:
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Consumed 22 countries

+ 5 international research organisations

+1 institutional representative
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&l Resource allocation in the EGI federation
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Sustainability comes from institutional commitments
complemented by project funds and pay-for-use

Negotiator @
‘ Appli'i':.
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Type, number, size,
cost, availability, etc.

Storage
Instance provide | pcricls’til:e
& requirements r | )
Scientific Foundation HTC
provide
community | r
representative , | Bl
Service assistance . Training
Level Operation Federation
Agreement : x
Ensure satisfaction, \\> & Level B Ensuring that
capture achievements, Agreement || agreed
record feedback \/ performance
\/ targets are

met

Standards for lightweight
IT service management




éél EGI services » Community-specific platforms

O
Common AAI: use same account across =
all services and providers with
. . Notebooks
homogeneous authorisation
Composable: use services from different \
layers together to build new solutions e | e e e
: 0— 0 . ‘o0’ '
API driven: allow users to create (ooo) 00, 5
comple_x workflows and support new § g o Workload R
scenarios '\ Datahub | i  Manager || (O
i ! i i o » b .
. . . ' Software
Customisable: Custom configurations, | 6 o ( ) . ! Distribution |
skins, community datasets, AAl, etc. L

Online Storage Cloud Compute

_____________________________

Interoperable with EOSC, : EGI core
services (Accounting, Monitoring,

Helpdesk) ready to interoperate with
EOSC counterparts

We are building partnerships, not only IT platforms

___________________
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Example 1: WeNMR portals
for structural biology
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User not found

*

Input error T

Validation

Pre-processing
+

biogkel

Input files

4 EGI Services used:
packaging

e High Throughput Compute
e Cloud compute

e Software Distribution

e Workload Manager

e Check-in (AAI)

Submission
to grid node

Output files
Post-processing packaging
+ +
Results submission of
formatting image generation

..........................

Chimera

EGIVO

image
generation

WEB CLIENT WORKING NODE oy g o

WEB SERVER MASTER NODE

WeNMR is a worldwide e-infrastructure for Nuclear Magnetic Resonance (NMR) and Structural Biology



EGI Notebooks (JupyterHub)  jupyterhub

EOSC compute

Data Science Data Science Data Science services & interfaces H
Environment Environment Environment Ap p I Ca I O n S
User 1 User 2 User N
EOSC data sharing
T Infrastructure as a Ap pl |Cat| on
kubernetes Service (laaS) Cloud Scal i ng
EGI Federated Cloud m |
w;gaagsetrructure
* ,
Cache Manager p
Data collector and [)ata
Collection Cache Service .
DB — serving
Data Transfer tools Synda
_____ E ,X -
Data Access & Data Access & Data Access & Community (legacy) Infrastructure
GEpiEs SEIeE (ST S D Compute Service Community-specific data access D t 2 0 P B
services & interfaces dla ( )

h ttp://is‘enegbgrg/ Earth System Grid Federation
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Example 3: Data federation for
eal plant phenotyping by EMPHASIS EGI Services used

g B v N\ Data analysis
@5 MIUAE  ocherchedata.gow - AI4EOSC platform hosts our DL

Analys models
€ P ﬂ Authentication
- Q _ Senso - EGI Check-in service has been
{-} swagger . : :
>eript r ) g g integrate as the authentication
\_ " - system
-

API, Web | Cloud Computing
EGI Check-In ;% Java ." Services - Host our information

\ REST / JSON' system (CESNET-MCC
4 Dat ) provider)

8 8 fé a - Dynamic DNS service provides a

NoSQL Triplestore Datafile unified, federation-wide Dynamic
\ (MongoD8) (RDF4J, GraphDB) s ) DNS support
: : - = Egﬁ:é g EGI DataHub  &/"/7astr uctur SitoIr(.i,\c{);:nec:ted with the online storage

RODS. w ———— T @ ¢ service provided by IN2P3-IRES and
. sl a2y ) the FranceGrilles (FG-iRODS).
- Connected with S3 storage
Supported by the PHENET project: - DataHub, based on OneData

https://emphasis.plant-phenotyping.eu/infrastructures/cluster-projects/phenet technology



https://emphasis.plant-phenotyping.eu/infrastructures/cluster-projects/phenet
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A multi-disciplinary environment where
researchers can publish, find and re-use
data, tools and services, enabling them
to better conduct their work

(
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omeosc Strategic View

What

How

13109 | 2023

EOSC is the European web of
for research

Research data that is easy to find, access, interoperate and reuse (FAIR)

Trusted and sustainable research outputs are available within and across scientific
disciplines

Unlock the full potential of research data to accelerate

discoveries and innovation

e Enable the definition of standards, and the development of tools and services,
to allow researchers to find, access, reuse and combine results

e Establish a sustainable and federated infrastructure enabling open sharing of
scientific results

e Ensure that Open Science practices and skills are rewarded and taught,
becoming the ‘new normal’

Strategic Research and Innovation Agenda (SRIA)

eosc.eu/sria-mar



neosc e MVE

The MVE shall deliver on the core SRIA objectives and provide functional support for

Open Science in Europe. The MVE is composed by four components:

EOSC-Core

The prerequisite service component enabling the large-scale
brokering of research data and services between the participants in
the EOSC Federation

EOSC-Exchange

Data Federation

EOSC Inte ropera bi“ty FAIR Data need to be federated in such a way that metadata on
research outputs is harvested into a cross-search to enable greater
Data discovery and reuse of data residing in multiple institutional,
Federation domain-specific and national repositories across Europe

EOSC

Core EOSC Interoperability Framework

Set of standards and guidelines to support interoperability and
composability of resources across borders and disciplines while
respecting privacy and security

EOSC-Exchange

The Exchange is the pan-European marketplace for the EOSC federated
resources. It enables the brokering of community services between federation
participants and gives access to procurement contracts.

The building
elements of the
MVE are
progressively
delivered through
the EC funded
projects. From
September



EGI and the European Open Science Cloud

EUreka3D

* EGl is an EOSC provider - Using services from EGl means using EOSC services.

» EGI provides core services in EOSC, such as AAIl - Using EGI Check-in makes AAl
compatible with the broader EOSC landscape.

* EGI will support Eureka3D services to be available in EOSC, making them visible
and accessible for users outside the consortium.



Access to EOSC: Marketplace

About EOSC Browse Marketplace Providers Hub Monitoring Status Contact us
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Browse EOSC
Marketplace Resources

Browse through over 3 millions of research and innovation tools and
services, thousands of datasets from a wide scale of research
domains from renowned European service providers.

Discover by

All catalogs Services Publications Data Sources
Service Bundles Training Materials Interoperability Guidelines

https://eosc-portal.eu/



Access to an Open Resource (1 of 2)
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Browse EOSC Marketplace Resources

Software

Search in catalogs
NOTE:
Resources are provided by
Institutes (not projects!)

. ; N PN == )| = [BETA]
Terms of use, Documentation, EE 3 =2 = El ES, |

o o o —
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HelpdeSk mUSt eXISt 5S PUBLICATIONS DATA SOFTWARE SERVICES DATA SOURCES TRAININGS INTEROPERABILITY BUNDLES OTHER

‘Access’ option is up to the PROSEES

provider (open, authenticated,

ordering required) 169578 search results Software SortBy  Default v
Access condition is up to the

provider (‘as open as possible, _
as closed as necessary’) G _——
Interoperability through Keio 3D K-OMEGA-SST
ll nteroperablllty gUIdellneS’ (5 Open access (5 43 Type:software 4 13 Downloads © 118 Views
m AA' Author names: Minh Doan Shinnosuke Obi
m Data transfer | e
OpenFOAM case of Keio MHK turbine with k-omega-SST model in 3D

https://search.marketplace.eosc-portal.eu/search/all?q=Keio%203D%20K-OMEGA-SST



Access to an Open Resource (2 of 2)

EUROPELN OPEN

L About EOSC Browse Marketplace Providers Hub Monitoring Status Contact us

€ Go to Search

) k Research Software . Software . 2019 &/nload from View Ies)
~~

Keio 3D K-OMEGA-SST

145
& zENopo “
Software . 2019
License: http://creativecommons.org/license...
Data sources: ZENODO

Minh Doan; Shinnosuke Obi;

( OPENACCESS ) ENGLISH
Published: 31 Jan 2019 @ ZENODO 2
Publisher: Zenodo Software . 2019

License: http://creativecommons.org/license...

\ Data sources: ZENODO

Summary Related research (1)

Abstract
OpenFOAM case of Keio MHK turbine with k-omega-SST model in 3D

Subjects

CFD MHK

https://search.marketplace.eosc-portal.eu/search/software?q="



Access to a Resource requiring an order (1 of 3)

Browse EOSC Marketplace Resources

Search in catalogs All catalogs

L\ [BETA] [BETA]
ALL CATALOGS PUBLICATIONS DATA SOFTWARE SERVICES DATA SOURCES TRAININGS INTEROPERABILITY BUNDLES OTHER
GUIDELINES

Filters 4648277 search results All catalogs Sort By Default v
Research step A

Discover Research - - -

Outputs (4647889 Service | Order Required | English

Process and Analyse (82)

EGI Cloud Compute

Manage Research Data

Access Training Material (32 22 November 2018 43 Type: service

Access Computing and Storage Scientific domain: Generic>Generic Generic

Resources (28 Organisation: EGI Foundation

Access Research @ pre-configured virtual appliances virtual machines on-demand

Infrastructures (24

Publish Research Outputs (20) Cloud Compute gives you the ability to deploy and scale virtual machines on-demand. It offers guaranteed computational resources in a secure

Find Bundles (1 and isolated environment with standard API access without the overhead of managing physical servers. Cloud Comp...

Show more
Find Instruments & Equipment

https://marketplace.eosc-portal.eu/



Access to EOSC: Order a Resource (2 of 3)

About EOSC Browse Marketplace Providers Hub Monitoring Status Contact us

¢« Go to Search

EGI Cloud Compute

Run virtual machines on-demand with complete control over computing resources

Organisation: EGI Foundation

Provided by: 100 Percent IT, CESNET, Institute of Physics of Cantabria (IFCA), Deutsches A th .
: Elektronen-Synchrotron, Fraunhofer SCAI, Institute of Information and Communication ccess the service

Technologies, Fundacion Centro Tecnologico de Supercomputacion de Galicia, Italian
National Institute of Nuclear Physics, The SCIGNE Platform, Institute of Informatics - & ORDER REQUIRED
Slovak Academy of Sciences, Institute of Accelerating Systems and Applications,

Portuguese National Distributed Computing Infrastructure (INCD), GSI

Helmholtzzentrum fir Schwerionenforschung GmbH, Turkish Academic Network and

Information Center

(0.0 /5) 0O reviews Add to comparison Add to favourites

Webpage Helpdesk Helpdesk e-mail Manual Ask a question about this service?
Training information

ABOUT DETAILS GUIDELINES REVIEWS (0)

https://marketplace.eosc-portal.eu/services/eosc.egi-fed.cloud_compute



Access to EOSC: Order a Resource (3 of 3)

“3  siENce cLouD

Select an offer or service bundle

*» ORDER REQUIRED (» ORDER REQUIRED
General purpose High-memory
Base preformance instance type. Features: Cptimised instances for tasks that require more
Accessible in opportunistic or reserved ways, memory relative to virtual CPUs. Features: High
CPU cores could be overcommitted. |deal for: amout od RAM per CPU core, Up to 240 GB of
Web services, Micro-services, Development... RAm in total, Reserved instances. Ideal for
Running...

Show more

Show more

TECHNICAL PARAMETERS

Number of CPU Cores 1-8 TECHNICAL PARAMETERS
Number of CPU Cores 2-16

Amount of RAM per 1-4GB

CPU core Amount of RAM per 16 - 120 GB
CPU core

Local disk 10 - 40 GB
Local disk 10 - 40 GB

Number of VM 1-50

instances Number of VM 1-50
instances

Show more

Show more
Select an offer
Selected offer v

https://marketplace.eosc-portal.eu/services/egi-cloud-compute/offers

ORDER REQUIRED

GPU

GPU-enabled instances. Features: 1 or 2 GPU
cores, 9 CPU cores for each GPU core, large
memory. ldeal for: Graphics and general purpose
GPu compute applications.

TECHNICAL PARAMETERS
Number of GPU cores 1-2
Number of CPU Cores 8
Amount of RAM 24 -50GB
Local disk 280
Show more

Select an offer



Access to EOSC: Support

Contact the EOSC Portal Support
https://eosc-portal.eu/contact-us

Information

e EOSC Portal Main source of information about EOSC
e EOSC Marketplace Provides access to resources
e EOSC Future Public wiki Helps to understand integration possibilities



https://eosc-portal.eu/contact-us
https://eosc-portal.eu/
https://marketplace.eosc-portal.eu/
https://wiki.eoscfuture.eu/
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Question: what's next? |

EGI works as a negotiator/broker between communities and
resources available.

From EUreka3D project requirements, an infrastructure can be
defined and structured, for the future usage.

Several types of resources can be allocated, from EGI Federation,
for instance: AAl, meta and para Data storage, softwares, etc.

EUreka3D is the project for 3D digitization, a pilot/initial basis for
next steps, which are...

23



Thank you for your attention!

Questions?!

Learn more at https://eosc-portal.eu/

renato.santana@eaqi.eu
ignacio.lamata@eaqi.eu
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